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Methodology

My research mainly used Python language. The
two tables below show the quality scores of
embedding by performing prediction task like link
prediction, multilabel classification and clustering.

Introduction

Force2Vec Is a parallel
graph embedding algorithm

that uses a force-directed

10%

15% 20% 25%

model as an underlying

| | F1- 0.62 0.77 0.75 0.78  0.78
method. The linear-algebraic Macro
F1-Micro  0.69 0.78 0.76 0.78  0.79

formulation of the method

makes 1t run faster on a multi- Table 1: Scores of node classification and clustering measures

v o sk v e

state-of-the-art methods. In this 062 077 075 077  0.77
I\/Iacro

study, we explore the F1- 0.69 0.78 0.77 0.78 0.79
Micro

core CPU compared to other

Force2Vec tool and run some Table 2: Scores of link prediction task

[7z13fs 11H Force2Vec

mtxF2VN5384D1281T12 ﬁﬁH

Reading graph

Done!

Hunniﬂg ﬂa:ive...
Size of X: 2768

ora.mtx 1 dataset

p thon3
.embd 16 datasets/input/c

-u perftormancescores/runnodeclass
ora.nodes. labels

clust.py datasets/input/c

experiments to revisit results

for some scale-free graphs.

2708

Making er11 tion data!

Mult 114b~l-
Multilabel-
Multilabel-
Multilabel-
Multilabel-

clas
clas
clas
clas
clas

B8.85 Fl-macro: 8.t 4hll* 5494319 Fl-micro:
8.1 Fl-macro: 8.7373685967868278 Fl-micro: 8.7
8.15 Fl-macro: ﬂ lh ﬂﬂl 414hhh F1-micro:
6.2 Fl-macro: 8. :"’l 1538915339 Fl-micro: 8.7
B8.25 Fl-macro: 8.7763 lﬂ4*l JH"“' F1-micro: ﬂ

8. "'"?44ﬂ 4hﬂl 215
LE40853158321 4*
ﬂ ""ﬂ 4h llﬂ 4
JOR8p018458
----ﬁ- ﬁﬁ-i 05

51+1'a—1ﬂﬂ:
cification:
cification:
cification:
cification:

Figure 1: code for tasks

Results

We show the results of Force2Vec using the
Cora dataset in Tables 1 and 2. These results are for
node classification and link prediction tasks. We
observe that the results are impressive even with a
small fraction of the training dataset. In Fig. 2, we
show the visualization of the Pubmed dataset using
Force2Vec and DeepWalk methods. We can observe
that the visualization of Force2Vec Is more readable
and natural.

DeepWalk

Figure 2: Visualization of 2D embeddings for Pubmed dataset generated by tForce2Vec (left)
and DeepWalk (right). Colors represent respective classes in the dataset. From “Force2Vec:
Parallel force-directed graph embedding “

Joutput/cora.
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